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Abstract—Compared to client SSDs, enterprise SSDs have rigorous performance

standards such as high/consistent IOPS and low tail latencies. Unfortunately, we

find that existing SSD simulation tools are not appropriate for a simulation of

enterprise SSDs, due to lack of a few critical functionalities. We identify three such

functionalities – (i) dynamic address allocation, (ii) fine-grained address mapping,

and (iii) token-based garbage collection, and present an enterprise SSD simulator

(called MQSim-E) by adding them into a widely-used (client) SSD simulator.

Through extensive experiments, we demonstrate that our MQSim-E is a more

suitable choice for emulating contemporary enterprise SSDs than existing state-of-

the-art SSD simulators.

Index Terms—SSD simulators, enterprise SSDs, storage systems,

performance evaluation

Ç

1 INTRODUCTION

During the past decade, solid-state drive (SSD) technologies have
made great strides, thereby infiltrating everywhere from personal
electronics to enterprise data centers. To facilitate SSDs to be effi-
ciently integrated to these applications/systems, many SSD simu-
lators have been proposed in the public domain [1], [2], [3], [4], [5].
Although these simulators are different in their modeling accuracy,
supported functions and usage modes, most of existing SSD simu-
lators are based on client SSDs.

Unlike client SSDs, enterprise SSDs need to satisfymuch stringent
I/O requirements of performance-driven applications (e.g., cloud/
web services, big data analytics). Therefore, enterprise SSDs are
required to support (i) high I/O operations per second (IOPS), (ii)
high device endurance, and (iii) sustainable quality of service (QoS)
by integrating more resources and/or implementing advanced func-
tionalitieswithin them. Since enterprise SSDs usually employ various
proprietary optimization techniques to meet challenging I/O require-
ments, it is quite difficult for most SSD simulators to faithfully model
these techniques. However, considering that challenging research
topics in SSD storage systems are mostly from enterprise storage sys-
tems, the lack of suitable enterprise SSD simulators is a key obstacle
to developing efficient enterprise SSDswith real-world impact.

In order to validate that existing SSD simulators are not suitable
for a simulation of enterprise SSDs, we conducted an I/O perfor-
mance experiment using two widely-used simulators, SimpleSSD
[1] and MQSim [2], and two synthetic workloads. Both the work-
loads issue 4KB random requests; but, their read/write (R/W)
ratios are different. Fig. 1 shows the IOPS of MQSim and Sim-
pleSSD under varying size of I/O queue for the two workloads. To
compare it with the IOPS of a real device, we refer to the datasheet

of a modern enterprise SSD (Samsung PM9A3 [6]). Note that the
architecture and timing configurations of the two simulators were
configured to make their performance comparable to those of
enterprise-class SSDs; more details can be found in Table 1. Sur-
prisingly, we can observe that there is a huge gap in IOPS (at least
by an order of magnitude) between the two simulation tools and
the real device. Also, as can be seen in Fig. 1, the performance of
the two simulators does not scale in an appreciable manner, while
the IOPS of the real device increases (until it reaches a certain
point) as the size of I/O queue increases.

According to our analysis, such low IOPS values of the two sim-
ulators originate from lack of a few critical functionalities therein.
Even though they can configure physical specifications (e.g., the
number/size of dies/blocks/pages, read/write latencies) of enter-
prise-scale devices, the absence of those functionalities may miss
opportunities to boost up the performance or waste the device
resources, which can prevent a simulated SSD from delivering the
actual performance/endurance of contemporary enterprise SSDs.

Motivated by this, in this letter, we identify three such funda-
mental functionalities (x 2) and develop an enterprise SSD simulator
(called MQSim-E) by supporting the identified key functionalities.
MQSim-E is built uponMQSim [2], since it modelsmany critical fea-
tures such asNVMe interface ofmodern enterprise SSDs. Using var-
ious workloads and real devices, we evaluate MQSim-E in terms of
the performance, device endurance, and QoS sustainability (x 3),
and show thatMQSim-E is a proper simulator for researching enter-
prise SSDs (MQSim-E is available at https://github.com/cares-
davinci/MQSim-E.).

2 FUNCTIONALITIES OF MQSIM-E

2.1 Dynamic Address Allocation

In general, enterprise SSDs are designed to include as many paral-
lel units as they can and take full advantage of the device-internal
parallelism [7], [8]. However, we find that most of existing simula-
tion tools fail to best utilize the parallel units (while they are able to
configure them), and in turn, lead to quite low IOPS compared to
real enterprise SSDs. More specifically, we observe that they do not
exploit the plane-level parallelism effectively, while being good at
leveraging other parallel units such as channels and dies. Fig. 8
shows the low plane utilization of them under various workloads.

Their low plane utilization stems from the static address alloca-
tion they employ. That is, they determine the physical address of a
write I/O data (i.e., the location where the data is stored) based on
its logical address using their own fixed rules [9]. Such a strategy
may find quite limited opportunities to use the underlying planes
in parallel, due to the constraints of using the plane-level parallel-
ism.1 Fig. 2a illustrates an example scenario where the physical
addresses of eight write I/O requests are statically determined.
Here, the two I/O requests whose logical addresses are 8 and 10

cannot be executed in parallel with the two I/O requests whose
logical addresses are 0 and 2; the same situation is for the four I/O
requests whose logical addresses are 1, 3, 9, and 11. Consequently,
four out of eight I/O requests stall, while there are many (four)
planes that remain unused.

To address this, modern enterprise SSDs relax or remove these
rules, and allow a write I/O data to be stored anywhere by allocat-
ing the corresponding physical address; this is called dynamic
address allocation. This strategy can allocate the same physical
address (but, of different planes) to arbitrary multiple write I/O

� Dusol Lee, Duwon Hong, and Jihong Kim are with Seoul National University, Seoul
08826, South Korea. E-mail: {dslee, duwon.hong, jihong}@davinci.snu.ac.kr.

� Wonil Choi is with Hanyang University, Ansan 15588, South Korea.
E-mail: wonilchoi@hanyang.ac.kr.

Manuscript received 12 Dec. 2021; accepted 5 Jan. 2022. Date of publication 25 Jan.
2022; date of current version 31 Mar. 2022.
This work was supported in part by SNU-SK Hynix Solution Research Center
(S3RC) and in part by the National Research Foundation of Korea (NRF) Grant
funded by the Ministry of Science and ICT (MSIT) under Grant NRF-
2021R1H1A209324011. The ICT at Seoul NationalUniversity provided research
facilities for this study.
(Corresponding author: Jihong Kim.)
Digital Object Identifier no. 10.1109/LCA.2022.3144773

1. Two or more operations can be serviced by different planes in parallel,
when they are of the same operation type (reads or writes) and have the same
physical addresses across the different planes [10].
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requests, and thus, create more opportunities to exploit the plane-
level parallelism. Fig. 2b gives an example of the dynamic address
allocation. Here, the physical addresses of all the eight I/O requests
are determined in away of leveraging all the planes simultaneously.

While there exist various different methods of dynamic address
allocation [9], we implemented a fully dynamic allocation in our pro-
posed simulator, since modern enterprise SSDs commonly employ
such a policy for maximally exploiting the SSD-internal parallelism
for write-intensive workloads2 [7]. We also observed in our empiri-
cal study that our choice outperforms restricted dynamic allocation
methods for tested enterprise workloads in terms of device perfor-
mance and endurance.

2.2 Fine-Grained Address Mapping

It is common that contemporary enterprise SSDs experience a large
number of small I/O requests; and, this scenario is becoming more
prevalent, as vendors increase the size of flash page (e.g., up to
16KB) to increase the capacity and bandwidth of their products
[11]. However, we observe that existing simulators handle such

small I/O requests quite inefficiently. Specifically, they generate
redundant read and write operations given a small write request,
which leads to highly poor performance and endurance results,
compared to those of real devices.

The inefficient small I/O handling of current simulators origi-
nates from their large granularity of address mapping – usually, the
logical and physical addresses are mapped in the size of flash
page. Under the page-granularity address mapping, a small write
(update) I/O request is serviced by (i) reading the entire page data
including the small data to be updated, (ii) modifying the corre-
sponding portion of the page data, and (iii) writing back the entire
page data; this is called read-modify-write (RMW) operations [11].
Fig. 3a depicts an example scenario where the page-granularity
mapping generates RMW operations. Specifically, in order to ser-
vice the four small writes A’, B’, E’, and F’, the two entire page
data, PG0 (including A, B, C, and D) and PG1 (including E, F, G, and
H), need to be read first. After the old data A, B, E, and F are

Fig. 1. The IOPS of two state-of-the-art SSD simulators (SimpleSSD [1] and
MQSim [2]) under varying size of I/O queue for synthetic 4-KB random workloads
with different Read/Write ratios. For the IOPS of an Enterprise-Class SSD, we refer
to the datasheet of Samsung PM9A3.

TABLE 1
The Compared Simulators, the Configurations of the Simulated Device, and the Tested Synthetic/Real Workloads

Compared REF1(SimpleSSD): SimpleSSD [1].

simulators REF2(MQSim): MQSim [2].

OURS1(MQSim+): MQSim [2] + x 2.1.
OURS2(MQSim++): MQSim [2] + x 2.1 + x 2.2.
OURS3(MQSim-E): MQSim [2] + x 2.1 + x 2.2 + x 2.3.

Reference device GOAL(Enterprise): Enterprise-Class SSDs (e.g., Samsung PM9A3 [6])
Device
configurations

We collected the key parameters from various public sources, 1.92TB (OP:12.7%), 8 channels [6], 4 chips/channel [6], [18], 1
die/chip, 64GB die [18], 4 planes/die [18], 2,728 blocks/die, 16KB page[19], tR = 45us[20], tPROG = 650us2 [20], tERASE=
3,500us [19]. Internal DRAM = 2GB (Mapping table: 2GB, Write buffer: 16MB)2 . Device Queue size = 5122 .

Synthetic (The ones used in the datasheet [6] of GOAL(Enterprise)).
workloads Request size: 4KB, 8KB, 16KB; Queue size: 1, 2, 4, 8, 16, 32.

W-EXTREME: Read:Write = 0%:100%, W-INTENSIVE: Read:Write = 30%:70%, Half-Half: Read:Write = 50%:50%, R-
INTENSIVE: Read:Write = 70%:30%, R-EXTREME: Read:Write = 100%:0%.

Real-world varmail, fileserver, oltp (filebench [17]).
workloads prxy, prn, web (MSR traces [16]).

Fig. 2. The two different address allocation strategies and their impact on exploit-
ing the plane-level parallelism.

Fig. 3. The two different address mapping granularity and their impact on generat-
ing extra read and write operations.

Fig. 4. The two different GC mechanisms and their impact on the consistency in
the quality of I/O services. We used MQSim [2] as simulator and device configura-
tion is same as Table 1. For simulations, synthetic 4-KB random workload with R/
W Ratio = 0%:100% was used.
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modified to the new data A’, B’, E’, and ’F’, respectively, the two
new page data (PG2 and PG3) are written. This process involves
two page (eight subpages) read operations and two page (eight
subpages) write operations.

To avoid these extra, heavy read and write operations, cutting-
edge enterprise SSDs employ fine-grained address mapping – the logical
and physical addresses are mapped in the sizes that are smaller than
those of flash page. Doing so can service a small write right away by
invalidating the corresponding old data, without reading and writ-
ing the rest (unmodified) part of the page data. Fig. 3b describes how
the fine-grained address mapping streamlines the process of han-
dling small I/O requests. The four small writes A’, B’, E’, and F’

can be written using a single page (four subpages) write operation,
while the corresponding old data A, B, E, and F become invalid.

While it can reduce RMW operations for small requests, the
fine-grained mapping increases the size of mapping table and the
number of table accesses for large requests. However, such an
overhead is negligible in a modern enterprise SSDs where internal
large DRAM caches the entire mapping table2 [2].

2.3 Token-Based Garbage Collection (GC) Management

One important condition of enterprise SSDs is their QoS sustainabil-
ity (i.e., consistent IOPS, low tail latencies) [12]. According to our
observation, however, the performance of existing SSD simulators
is not consistent at all; that is, their IOPS fluctuates over time and
their I/O response times are significantly increased. This is because
the GC mechanisms they employ do not take the consistency in the
quality of I/O services into account. As an example, Fig. 4a illus-
trates how the GC ofMQSim [2] is executed. Specifically, immediate
services of I/O requests are prioritized over GC operations, and
thus, the GCs are usually postponed till they cannot be delayed any
longer. Consequently, future I/O requests are likely to stall more
frequently and for a longer time, due to the accumulated GCs.

To avoid this, modern enterprise SSDs employ GC mechanisms
that can adjust the balance between I/O and GC. A popular choice
is the token-based GC management3, where token is a clean flash page
to service a write I/O request. Specifically, a token is collected
whenever GC reclaims a clean page, while each I/O can be serviced
by discarding a token. This brings an effect of evenly distributing
the GC overhead over many I/O requests, and in turn, rendering
QoS across I/O requests uniform. Fig. 4b depicts a behavior of the
token-based GCmanagement and shows that I/O stall was reduced
by almost 500 times compared to Conventional GC.

3 EVALUATION AND VERIFICATION

Methodology. Table 1 summarizes our experimental setups. We pre-
pared three different versions of our simulator by adding each of
the three functionalities one after the other: MQSim+ that adds only
the dynamic address allocation (x 2.1), MQSim++ that implements

both the dynamic address allocations (x 2.1) and the fine-grained
address mapping (x 2.2), and MQSim-E that includes all the three
functionalities. We also employed SimpleSSD [1] (REF1(Sim-
pleSSD)), MQSim [2] (REF2(MQSim)), and a reference device [6]
(GOAL(Enterprise)). The architecture and timing configura-
tions of the compared simulators are configured to make their
performance comparable to enterprise-class SSDs; refer to key
parameters in Table 1. On the SSD, we executed both the synthetic
and real workloads [16], [17]. Especially, our synthetic workloads
were generated to compare the performance results of the simula-
tors with those of the real device. All the experimental data were
collected after 95% of the total capacity of the SSD was filled with
data, and thus, when the GC is frequently invoked.

IOPS. Figs. 5a, 5b, 5c, 5d, and 5e show the IOPS delivered by our
tested simulators under varying depth of I/O queue, when each of
the three synthetic workloads is executed. The closer IOPS to that
of GOAL(Enterprise) a simulator achieves, the more accurately
it can emulate the enterprise SSD. The IOPS of OURS3(MQSim-E)
is quite close to those of the corresponding real device (GOAL
(Enterprise)), which also scales as the size of I/O queue
increases. Even OURS1(MQSim+) and OURS2(MQSim++) which
does not employ the token-based GC mechanism but adopt the
dynamic allocation and/or the fine-grained address mapping out-
perform REF1(SimpleSSD) and REF2(MQSim).

QoS Sustainability and Tail Latencies. Fig. 6 shows changes in the
IOPS of the tested simulators over time, when W-EXTREME is exe-
cuted. Overall, the IOPS of REF1(SimpleSSD) and REF2

(MQSim) is not only quite low but also significantly fluctuating,
due to GC invocations. In contrast, OURS3(MQSim-E) delivers
consistent, high IOPS (that are close to that of the real device (GOAL
(Enterprise)), regardless of GC invocations. Figs. 7a and 7b
plot the CDF of I/O latencies of Half-Half at 75th and 99th per-
centiles. The token-based GC of OURS3(MQSim-E) is quite effec-
tive in the elimination of tail latencies.

Impact on Device Endurance. We use the WAF as a metric of
device endurance (the lower the WAF is, the better the endurance
is), and analyze the impact of address mapping granularity on the
WAF values using OURS3(MQSim-E). Fig. 5f shows the WAF
under varying granularity of address mapping (16KB, 8KB, 4KB)
and size of I/O requests (4K, 8KB, 16KB). When the mapping gran-
ularity is large (e.g., 16KB), the WAF increases significantly as the
size of I/O requests decreases. In contrast, when the fine-grained
mapping (e.g., 4KB) is supported, one can expect low WAF values,
regardless of the size of requests.

Fig. 5. (a)-(e): IOPS comparison of the tested simulators; (f) device endurance under varying granularity of address mapping.

Fig. 6. The changes of IOPS over time in W-EXTREME.

2. Private communication with commercial SSD firmware developers.
3. For example, [13], [14], [15] are based on a token-based GC management

idea, although there are differences in underlying assumptions and management
policies. In our proposed simulator, we adopted a simplified version of more
advanced token-based schemes.

IEEE COMPUTER ARCHITECTURE LETTERS, VOL. 21, NO. 1, JANUARY-JUNE 2022 15

Authorized licensed use limited to: Seoul National University. Downloaded on April 01,2022 at 00:59:08 UTC from IEEE Xplore.  Restrictions apply. 



Analysis on Plane Utilization. Increased plane-level parallelism is
one major contributor to the performance improvement of our sim-
ulators; recall the dynamic address allocation (x 2.1). Fig. 8 shows
the plane utilization when the number of planes in a die varies
from one to four. Specifically, our simulators find more or at least
comparable chances to use multiple planes in parallel, campared to
REF1(SimpleSSD) and REF2(MQSim). According to our analy-
sis, REF2(MQSim) uses only one plane in most of the execution
time due to its static address allocation.

Results of Real-World Workloads. Fig. 9a compares the IOPS of
all the tested simulators for the six real workloads that exhibit
various I/O characteristics/patterns; note that results of these
workloads on GOAL(Enterprise) are not present in the data-
sheet. One can observe that OURS3(MQSim-E) still delivers
high IOPS and consistent I/O latencies for real-world work-
loads, against REF1(SimpleSSD) and REF2(MQSim). Fig. 9b
plots the CDF of read I/O latencies (at 99th percentile) in a
workload (web). OURS3(MQSim-E) eliminates most of the tail
latencies, while others experience a large amount of long I/O
latencies.

4 RELATED WORK

There are many publicly available SSD simulators [1], [2], [3], [4],
[5]. Even though existing tools have been gradually improved one
after the other for a more detailed, accurate SSD simulation, none of
them are appropriate for a realistic simulation of enterprise SSDs, due to
the lack of the critical functionalities. Table 2 shows whether each of
the simulators implement the three critical functionalities or not.

5 CONCLUSION

WepresentedMQSim-E, an enterprise SSD simulator, that can accu-
rately mimic the behaviors of modern enterprise SSDs. MQSim-E
focused on supporting three performance-enhancing techniques by
maximizing the device-internal parallelism, minimizing redundant
datamovements, and adaptively balancingworkloads fromGC and
host I/O. Using the synthetic and real workloads, we validated that
the performance/behavior of MQSim-E is quite close to a real enter-
prise SSD.
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Fig. 8. Plane utilization under varying number of planes.

Fig. 9. Results of real-world workloads.

TABLE 2
The Existence of the Three Functionalities

Existing SSD Dynamic Addr. Fine-grained Token-based

Simulators Allocation (x 2.1) Addr. Map (x 2.2) GC Mgmt (x 2.3)
DiskSim [3] o x x
FlashSim [4] x x x
FEMU [5] o x x
SimpleSSD [1] o x x
MQSim [2] x x x

MQSim-E (ours) o o o

Fig. 7. The CDF of read I/O latencies in Half-Half.
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