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duce the energy consumption of mobile stations in order to 
increase their battery lifetime. Many related works, assum- 
ing the presence of a fixed, high traffic load, concentrate on 
reducing the energy consumed during ongoing packet trans- 
mission. However, even when the traffic load dynamically 
changes, it is important to improve the performance such 
as throughput and energy consumption. In this paper, we 
propose an energy saving mechanism which works well in- 
dependently of the traffic load, even when the traffic load is 
low. We present an algorithm called the network capacity adap- 

according to the traffic load. The proposed NCA algorithm 
can be used together with other algorithms in order to save 
energy. Experimental results show that the proposed algo- 
rithm reduces the energy consumption by 52%, 55%, and 
37% when used in conjunction with the IEEE 802.11, IEEE 
802.11 PSM, and SPAN, respectively. 

I. INTRODUCTION 
A mobile ad hoc network is a set of wireless mobile nodes 
forming a dynamic autonomous network through a fully 
mobile infrastructure. Nodes communica,te with each other 
without the intervention of centralized access points or base 
st;ri;ioiis. Since riiobile st>ations usiially operate under a 
limited energy source, such as battery, minimizing energy 
consumption is an important design requirement in mobile 
ad-hoc networks. Considerable progress has been made on 
developing a low-power communication protocol for mo- 
bile devices, whose NIC (Network Interface Card) still con- 
sumes energy continuously even when no communication is 
taking place. 

IEEE 802.11 Power Saving Mode (PSM) [l] allows wire- 
less hosts to periodically power off their wireless NIC, re- 
sulting in energy saving. In PSM, a centralized host sends a 
beacon message to  neighboring mobile stations, requesting 
them to either turn on or off their NIC. Moreover, many 
protocols (e.g., PAMAS [3], PCMA [4] and PAR0 [5]) have 
been proposed in the past, which operate in the MAC and 
Network layers. However, these protocols are only effective 
when the traffic load of the network is very high. Because 
most studies in this area focused on the energy consumed 
per pa.cl<et transmitted, the energy saving gain of the pro- 
posed power-aware communication protocols is inefficient 
when a majority of the mobile nodes have nothing to trans- 
mit over a long period of time. The [2] presents a series of 
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t f t h  i t h i h  b t i  d d t i l d  
energy consumption of an IEEE 802.11 wireless network 
interface operating in an ad hoc networking environment. 
In an ad hoc mode, the idle power consumption is signif- 
icant, as hosts must maintain their network interfaces in 
idle mode so as to cooperate in maintaining the ad hoc 
routing fabric. This means that a new power management 
approach is needed to  complement the previously proposed 
protocols when most of mobile stations’ lifetime is spent 
in idle mode. 

Therefore, in this paper, we propose a novel technique 
for reducing the energy consumption in idle mode. Our 
proposed technique called the network  capacity adaptat ion 
derives an effective network capacity required by a given 
application and logically slows down the network capacity 
when the traffic load is low. By slowing down the logi- 
cal network capacity, the neighboring mobile stations can 
stay longer in the power-off mode, significantly saving the 
energy consumed in idle mode. 

The remainder of this paper is organized as follows. Sec- 
tioii I1 prbvides a brief overview of IEEE 802.11 DCF and 
the basic ideas behind our proposed algorithm is introduced 
in section 111. Then, we present the overall concepts about 
network capacity adaptation, called NCA in section IV. 
Section V presents performance evaluation, such as power 
consumption, throughput and latency through the simula- 
tion by using an ns2 simulator. Finally, we summarize and 
conclude this paper in Section VI. 

11. OVERVIEW OF IEEE 802.11 DCF 

We briefly review the IEEE 802.11 Distributed Coordi- 
nated Function (DCF) [I]. As described in [l], a trans- 
mitting mobile station must first sense an idle channel for 
a time period corresponding to  the Distributed InterFrame 
Spacing (DIFS), after which it generates a random backoff 
timer chosen uniformly from the range [0, w- 13, where w is 
referred to as the contention window. At the first transmis- 
sion attempt, w is set to the minimum contention window 
CW,i,. After the backoff timer reaches 0, the mobile sta- 
tion transmits a short request-to-send (RTS) message. If 
successfully received, the receiving mobile station responds 
with a short clear-to-send (CTS) message. Any other mo- 
bile stations which hear either the RTS or CTS message 
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uses the duration1 field of this control message to update 
their Network Allocation Vector (NAV) containing infor- 
mation about the time period during which the channel 
will remain busy. Thus, all mobile stations, including hid- 
den nodes, can defer transmission so as to  avoid collisions. 
Finally, a binary exponential backoff scheme is used such 
that the value of w is 2n+5 - 1 (retry counter n=O, ..., 5 ) ,  be- 
ginning with an initial value of 31, up to a maximum value 
1023. Fig. 1 presents the sequence of packets transmitted 
with DCF in IEEE 802.11 ad hoc mode. 

NAV(t4-t3) Idle Mode 
i NAV(t4-t2) Idle Mode , 

I 

finie t,,I t i  I t1 1 t3 14 I tl.1 ' 

Fig. 1. Transmission Timeline in the original IEEE 802.11 

111. BASIC IDEA 

In this paper, the energy saving mechanism of mobile sta- 
tions consists of two main parts. First, when active nodes 
(Source and Destination in Fig. 1) that transmit or re- 
ceive the data packet start communication, those neigh- 
boring nodes (Others in Fig. 1), among the active nodes 
which overhear the RTS or CTS message, update their 
NAV. Here, while the NAV is busy, we can power off the 
network interfaces of Others nodes, so that these nodes 
do not start any other communication in accordance with 
the hidden terminal problem in IEEE 802.11 [l]. Secondly, 
after the data packet delivery is finished, the network in- 
terfaces of the other nodes are started in idle mode to  send 
or receive other packets whenever this becomes necessary. 
If we decrease the idle time of the mobile station by in- 
creasing the Logical Packet Transmission Time, we have 
the more energy saving gain, since Others nodes will have 
a longer power-off time. 

0 

I I, 
Time ' t o t  t i l  t l l  t 3 '  t, ! t5 1 

Fig. 2. Basic idea for energy saving 

'In our proposed scheme, the duration field plays a key role in 
reducing the energy consumption of mobile stations. 

Fig. 2 shows the sequence of packets transmitted when 
the energy saving mechanism is applied. Others nodes 
that overhear the RTS and CTS power off their network 
interfaces when the NAV is busy instead of entering into 
idle mode in Fig. 1. Also, the time (ts  - t4) spent in idle 
mode in Fig. 1 is changed into the time spent in power-off 
mode, so that Logical Packet Transmission Time of Fig. 2 
is increased more than that of Fig. 1. 

The NAV in the MAC layer is increased by updating the 
duration field of the MAC frame with a value correspond- 
ing to  the Logical Packet Transmission Time in the MAC 
layer, but the practical Physical Packet Transmission Time 
in the physical layer is never changed by the energy saving 
mechanism. As you can see in Fig. 1 and Fig. 2, the time 
taken by a Source node to  receive the ACK packet is the 
same in both cases. In practice, we do not change the data 
rate in the physical layer. This is because the transmission 
power of a network interface is set to  a fixed value irrespec- 
tive of the data rate, so a longer transmission time in the 
physical layer requires more power consumption. 

ACIIVE 
NOd.2, 

Overhe 
NOd.3 

(h) With Network Capaeily Adaplnl#on 

Fig. 3. Timeline showing the NIC states and NAV during multiple 
packet transmissions. 

Fig. 3 shows the mode (e.g. Transmit/Receive, Idle and 
Power-off) of the NIC in the Physical layer and the NAV 
in the MAC layer when multiple packet transmissions are 
in progress. The major difference between Fig. 3 (a) and 
(b), which refer to situations in which the energy saving 
mechanism is or is not applied, respectively, is that both 
active nodes and overhearing nodes in Fig. 3 (b) have 
more power-off time than that in Fig. 3 (a). As we men- 
tioned above, this energy saving gain is caused by increas- 

MAC layer. However, the issue of how much capacity2 is 
required in MAC layer is an important one. Meanwhile, 
the data rate in the MAC layer must be set to an opti- 
mal value, which allows for the power saving gain to be 
maximized, such that the idle time of the mobile stations 
may be decreased to a value near to  zero. This data rate 
must be carefully selected since the tiiroughput will be de- 
graded due to  congestion, if the data rate is less than the 
required capacity of the mobile stations. In the next sec- 
tion, we present the capacity estimation algorithm which 
is designed to  resolve this problem. 

111; 111(, \ I\ t l l l O l 1 ~ 1 1  i l l ( >  / O / / / L ( / /  r c / p " f  /!// o t / t / / ' f c / l / o / /  111 1 ) 1 ( .  

21n this paper, if not mentioned specifically, capacity means logical 
capacity defined as the  capacity in the MAC layer. 
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Notation 
R 
Ni  

z ; ; f T l  

IV. NETWORK CAPACITY ADAPTATION 
A. Architecture of Network Capacity Adaptation (NCA) 

Algorithm 

Application Layer 

Network Layer(1P) 

Fig. 4. Architecture of the network capacity adaptation. 

Description 
A set of all sessions in a MANET 

A set of all neighbor nodes of nodei 
Traffic load from node; t o  node;  on a session r 

The architecture of a mobile station supporting the pro- 
posed network capacity adaptation (NCA) algorithm is 
shown in Fig. 4. The NCA algorithm consists of both, the 
energy saving mechanism presented in Section I11 and the 
protocol used to estimate the required capacity of each mo- 
bile station presented in Section IV-B, which is utilized for 
the Section 111. An application layer provides the required 
bandwidth for the given session through the signaling pro- 
cess to the NCA component of the mobile stations followed 
the path from source to destination node. Each mobile 
station shares information related to its traffic load with 
neighboring nodes by means of a signaling protocol. It is 
important to carefully compute the required capacity since 
it effects the network performance. If the required capac- 
ity is under-estimated (load > capacity), the throughput of 
the network is decreased due to network congestion. If the 
required capacity is over-estimated (load << capacity), the 
optimal energy saving gain cannot be achieved. With the 
information about the load, each mobile station determines 
the logical data rate to be used in order. to calculate the pe- 
riod of communication. Then, the mobile station updates 
the duration field in subsequent control messages for com- 
munication in the MAC layer, such that irrelevant neighbor 
nodes can turn their NICs off to save power consumption. 

' J  \ , 
Li j  
L 
C,j 
Ci 

M az  Capaci t y 
I R, 

APazIdleRatio 
U , j  
ut 

B. Estimation of Required Capacity in  Mobile Stations 

IR i  = 1 - 5 MaxIdleRatio, k E Ni,& ( 3 )  All traffic load flowed between node; and nodej 
Traffic load of all nodes in the coverage of node; 

Logical capacity between nodei and nodej 
Logical capacity of nodei 

Maximum Ci for all nodes 
Ratio of idle time to total alive time 

Maximum I R i  for all nodes 
Resource utility between nodei and nodej  

k 

- 

' 
IRi represents the ratio of idle time to total alive time 

in nodei. Eq.(3) is derived as follows. 

Id leTime.  
IRi = NonIdleTimei+IbleTime; 

Tota lTime;  -Tota lTimei  xc 2 
Resource utility of nodei - k - 

TABLE I 
NOTATIONS USED IN SECTION IV-B 

that congestion is never caused. Estimating traffic load as 
accurately as possible is a key function of our algorithm. 

0) SESSION INITIATION REQUEST 
s,,"rcc ....... ..... ... .. ...... ....... . .. ..... . .. ... ....... ... .......... ................... ... . I)cr,in8~,"n 

Fig. 5. Required bandwidth announcement using signaling protocol 
between a source and a destination. 

As shown in Fig. 5, the session initiation process from 
Node A to Node E consists of looking up the routing path 
and reserving the resource required by the application. Fig. 
5 illustrates the situation being considered. Once route 
setup is completed through RREQ-RREP, the next step is 
to announce the bandwidth to be used for data transmis- 
sion. Using the above established route, Node A sends a 
BW-REQ to Node E for bandwidth confirmation which is 
acknowledged by a BW-RESV from Node E. During this 
negotiation process the intermediate nodes reserve the nec- 
essary bandwidth for these two peers' communication. We 
utilize INSIGNIA [6] which is a resource reservation pro- 
tocol for a mobile ad hoc network extended from RSVP 
used in wired networks. By means of this signaling pro- 
tocol, each mobile station obtains information about the 
amount of incoming and outgoing traffic for all sessions 
passing through itself. Based on this information, we de- 
fine the traffic load (L i j )  between adjacent nodes (nodei 
and nodej) and traffic load (Li)  of nodei as follows: 

Lij = { z i j ( r )  + z j i ( r ) } ,  r E R (1) 

Li = X L i k ,  k E Ni (2) 
r 

k 

Here, the traffic load (Li) of nodei is represented as the 
sum of the incoming traffic from and the outgoing traffic to 
all neighboring nodes in the coverage area of nodei. This 
is because nodei is affected by all nodes within a two-hop 
distance of itself. 

The idle ratio of nodei and MaxIdleRatio can also be 
calculated using the above equations. 
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This is a. min-max problem. Minimizing MaxIdleRatio 
means to minimize maximum idle time for all nodes, thus 
resulting in more energy saving fairly. Of course, we can 
solve this problem by minimizing the sum of all nodes' idle 
time ( ~ i n i m i z e  C IdleTimei). Although such a solution can 
provide minimum total idle time from the viewpoint of the 
whole network, it may make specific nodes consume more 
energy than others, resulting in such problems as network 
partitioning. Therefore, this problem should be solved as 
a min-max problem to keep the lifetime of all nodes as 
fair as possible. When we minimize MaxIdleRatio, we 
should consider the constraint that is needed to prevent 
each mobile station from being congested due to its load 
exceeding its capacity. The constraint is that the resource 
utility (Uij)  between nodei and nodej should bf: less than 
3 .  

Subject to 

U - .  - LiL + Ljlo' < 1 
23 - c ; k  Cik ,  - 

kl 
. where-ICE Ni. IC E Nj .  j E Ni. Vi  (6) 

When we consider the traffic load between two commu- 
nicating nodes, we need to consider not only the individual 
traffic load between these two nodes, but also the traffic 
load between these two nodes and their neighboring nodes. 

And since IRi is defined as in Eq.(3) ,  our objective, 
Eq.(5), can be translated as follows. 

Minimize MaxCapacity (7) 

MaxCapacity is defined by means of an expression sim- 
i1a.r to Eq.(3). 

C, 5 Ma:cCapa,ncity, Vi (8) 

Ci is a variable that represents the capacity of nodei, which 
we want to determine. 

In the real world, we need to know the states of all neigh- 
bors in order to evaluate Eq.(6). However, as the number 
of neighbors that a node has increases, the number of the 
states tha,t it needs to keep track of also increases. This 
may cause memory wastage and excessive energy consump- 
tion. Therefore, Eq.(6) can be modified as follows, in order 
to define the resource utility of each mobile station (Ui) ,  
in an effort to reduce the information that a node needs to 
keep track of. 

Ui=$+g<l, j E N i ,  QZ (9) 

Then, we can fiiid the optimal solution with Eq.(8) a.nd 

In order for the optimal solution to  the above problem to 
be found, each mobile station needs to keep track of global 
information about all mobile stations. Because it is nec- 
essary to provide a scalable distributed network, control 
message communication must be localized into neighbor- 
ing nodes. Therefore, we propose the following capacity 
estimation approximation algorithm. 

(9). 

Ci = Li + amax{Lklk E Ni}, a 2 1 (IO) 

As shown in Eq.(lO), each mobile station only needs to  
keep track of the traffic load information of its neighbors, 
and not of all of the nodes. The disadvantage of logical 
capacity adaptation is that it can cause high end-to-end 
packet delay, due to the increased Logical Packet Trans- 
mission Time required to  reduce power consumption. In 
the above equation, Q is the load sensitivity that trades off 
the end-to-end packet delay and the power consumption. 
A large value of a reduces the end-to-end packet delay and 
a small value of CY reduces both the idle time and the power 
consumption. Moreover, the capacity of each mobile sta- 
tion is subject to the constraint defined in Eq.(9), so that 
network throughput is not degraded. We present the next 
theorem required to verify the feasibility of this equation, 

Capacity of each mobile station obtained Theorem 1 
hy E q . ( l I )  sittisfics i.hc c:oos~,i.iiiiit Eq.(IO). H c ~ r ,  LI' is 1 for 
simplicity. 

Proof) B y  the proposed algorithm, Ci and 
C can be set to  

Ci = Li+ Lj +Si: 
Cj = Lj + Li + S j ,  

j E Ni 
i E Nj 

where Si 2 0 and S j 2 0. respectively. 
Thus, we have 

L+L= L L 
c, c, L,+L:+6, + L*+ L1,+6, 

L L 5 L,$L + L,+'L, 0 

V. EXPERIMENTAL RESULTS 

We simulated the proposed NCA approach using the ns2 
network simulator with the CMU wireless extensions. We 
compared the energy efficiency of three algorithms, IEEE 
802.11, IEEE 802.11 Power Saving Mode (PSM) and 
SPAN, using two versions each: one with NCA integrated 
and the other without NCA integrated. In each case, we 
simulated a 120-node network occupying a square regi'on 
measuring 1000(m) X 1000(m) for 600 seconds. The nom- 
inal radio range was 250 meters and the bandwidth was 
2Mbps. In this simulation, we used the power model of a 
mobile station shown in Table I1 which gives the average 
power consumption of a mobile station's NIC according to 
the state of the NIC [Z]. 

TABLE I1 
POWER CONSUMPTION PARAMETERS USED IN SIMULATIONS (W) 

I Transmit I Receive I Idle I Sleep I Off 1 
I 1.4 I 1.0 I 0.830 I 0.130 I 0.043 ] 

In our experimental setup, the total traffic consists of 20 
connections, each of which sends a CBR flow to an another 
node, and each CBR flow consists of three 128-byte packets 
per second for a total. traffic of 6OKbps. The initial posi- 
tions of the nodes are chosen at random uniformly in the 
entire simulated region. For the mobility experiments, the 
motion of the nodes follows the random way point model 
with a maximum speed 20 (in/s). 

Fig. 6 shows the average consumed power (mW) of the 
three naive algorithms, which are IEEE 802.11, PSM and 
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to control the tradeoff between the power consumption and 
the packet delay. 

Fig. 6. Comparisons of average power consumptions 

SPAN, and the six algorithms employing NCA with vari- 
ous values of a. To evaluate the effect of NCA according 
to load sensitivity (refer Eq.(ll) in Section IV-B), we con- 
sider t,he two cases of NCA where a is either 1 or 2. Among 
the three naive algorithms, PSM and SPAN consume less 
power, 16% and 55% respectively, than the IEEE 802.11. 
When these algorithms use NCA (in the case of a = l), we 
obtain a power saving gain of 52%, 55% and 37%, respec- 
tively, for IEEE 802.11, PSM and SPAN. The largest power 
saving is achieved when both SPAN and NCA are utilized 
together, and the power consumption in this case is 243 
(mW), which is much smaller. In the NCA algorithm, as 
the load sensitivity (a)  is increased, the consumed power is 
increased, because the idle time of the mobile stations is in- 
creased due to the network capacity of the mobile stations 
being overestimated. 

Fig. 7. Comparisons of average end-to-end packet delays 

Fig. 7 shows the average end-to-end packet delay (ms) 
of successfully transmitted packets. In terms of packet la- 
tency, both PSM and SPAN increase the average end-to- 
end packet delay compared with IEEE 802.11. Moreover, 
when the NCA algorithm is applied to the three naive algo- 
rithms, the average packet delay is also increased by 341%, 
37% and 380% for the IEEE 802.11, PSM and SPAN al- 
gorithm, respectively. The trade-off between the power 
saving gain and the packet latency when the NCA algo- 
rithm is used can clearly be ssen, since NCA decreases the 
network capacity in order to decrease the idle time of the 
mobile stations. As we increase a to 2, the average end- 
to-end packet delay is reduced by 66%, 3%, 68%, respec- 
tively, compared with the three naive algorithms. These 
are smaller increases than in the case where a is 1. Through 
t,he simulation results of both Fig. 6 and Fig. 7, we can de- 
duce that when using the NCA algorithms, a can be used 

Fig. 8. Comparisons of throughputs 

Fig. 8 shows the throughput in terms of the total num- 
ber of received packets. In all cases of IEEE 802.11, PSM 
and SPAN, the number of received packets is almost the 
same, and the cases with NCA show similar results. This 
means that there is a possibility of power saving being ac- 
complished without degradation of network throughput. 

The above experimental results show that our proposed 
NCA algorithm can improve the energy efficiency of an ad 
hoc network without degrading the total throughput. 

VI. CONCLUSION 
An ad hoc network has some unique characteristics which 
need to be considered before undertaking its wide deploy- 
ment. Firstly, there is a quite limited network capacity 
available for communication. Secondly, we must consider 
the power-related issues for the battery-operated mobile 
stations. In this paper, we suggest and simulate a new al- 
gorithm, called NCA, to handle energy consumption more 
efficiently in this limited network capacity environment. 
The proposed application-driven network capacity adap- 
tation (NCA) algorithm improves the performance of an 
energy-constrained ad hoc network by means of energy sav- 
ing via power-off, which prevents power from being wasted 
when the mobile stations’ are in the idle state. An im- 
portant feature of NCA is that it can cooperate with ex- 
isted power management algorithms. The simulation re- 
sults show that when operated with three naive power al- 
gorithms (i.e., IEEE 802.11, PSM and SPAN), the NCA 
algorithm can further decrease the consumed power with- 
out throughput being degraded. 
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